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Abstract 

     The automatic capability of determining the road surface type is essential 

information for autonomous vehicle navigation such as wheelchair and smart 

car. This factor is crucial because determining the type of road surface can 

increase security for auto vehicle users. This study used texture information to 

extract features from pictures using Gray Level Co-occurrence Matrix (GLCM), 

and combine K-Nearest Neighbor classifier (KNN) and Naïve Bayes classifier 

(NB) to characterize surface objects into three road classes, i.e., asphalt, gravel, 

and pavement. The combination of 2 classification methods is then written as 

KNB. The classification performance of KNB will compare with another 

classifier. In this study, there were 750 images of original roads (asphalt, gravel, 

and Pavement) that were arranged into a dataset. The results show that the 

classification accuracy using KNB is higher than the comparison classification 

methods.  
 
     Keywords: classification, road surface texture, GLCM, KNN, Naïve Bayes. 

1      Introduction 

     At present, vehicle comfort and safety are very important factors for automotive 

manufacturers and the government when they want to recognize road conditions 

[1][2]. This factor is very important because it can help drivers and smart vehicle 

control systems, and it can also be indicators and alarms for repair processes and 

road maintenance schedules [2] - [5]. On the other hand, the type of road surface is 

the first critical information for users of automatic vehicles such as smart 

wheelchairs [6] or smart cars because it can improve the safety of automatic vehicle 
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users. A crucial factor that can be used by users to find out the type of road surface 

is information about road texture. 

     Haralick features are commonly used by researchers for feature extraction, and 

to catch on texture information in images, researchers often use the pixel intensity 

of local spatial variations. Furthermore, Haralick et al. [7] proposed to use the 

GLCM method to describe texture features in the spatial domain. GLCM Matrix 

examines texture by considering the spatial relationship of pixels. GLCM functions 

characterized image textures by calculating the appearance of a pixel pair with a 

specific value and in a particular spatial relationship. Thus, the GLCM matrix is 

made to extract the statistical measurements of an image. Zhang et al.[8], using 

GLCM for edge images and Prewitt edge detectors applied there in four directions. 

Palm [9] uses GLCM on color channel information LUV and RGB to extract 

features from images, and Partio et al. [10] using GLCM to determine the texture 

features of rock images. Besides [11], [12] also uses the GLCM application. 

Moreover, to represent the color and intensity of the pixel environment in the 

picture, the GLCM method has also been used by Vadivel et al.[13]. Color spatial 

co-relation is used in color correlogram [14], then [15] has combined color 

correlation and supervised learning methods to extract features from the image. 

Pass et al. [16] comparing color coherence and color histogram for image selection.                    

In addition, by combining HSV histograms and entropy values from the GLCM 

matrix, it produces a feature vector for image grouping using Artificial Neural 

Networks introduced by Park et al. [17]Gaussian Mixture Vector Quantization uses 

an image feature of color histogram quantization for the retrieval image process 

[18]. Jhanwar et al. [19] introduce a Co-occurrence Matrix Motif to image selection. 

Changing the Color of the Co-occurrence Motive Matrix [20] is the development 

of a Co-occurring Motif Matrix that uses color channel relationships.  

     On the other hand, Popescu et al. [21] state that through the road types obtained 

from visual data the road surface can be classified based on the texture features 

obtained from the GLCM road image. Furthermore, Tang et al. [22] also classify 

using colors, textures, and edge features of the limited sub-region of the driving 

perspective to training road-type neural networks, and Slavkovikj et al. [23] 

proposed a content-based method for classifying road types with unattended image 

learning. 

     Furthermore, to improve accuracy, some researchers combine KNN and NB. 

Dynamic K-Nearest-Neighbors Naive Bayes with importance properties proposed 

by Jiang et al. [23]. Hsiao et al. [24] using hybrid KNN and NB for predicting 

subcellular locations of eukaryotic proteins. McCann and Lowe [25] propose Local 

Naive Bayes Nearest Neighbors to classify pictures. Ferdousy et al. [26] combine 

the distance-based algorithm K-Nearest Neighbours and statistically based NB 

Classifier. They use K-Nearest Neighbours to classify numerical attribute and 

Naïve Bayes to classify categorical attribute. From these studies, it shows that the 

combined KNN and NB are accurate in solving classification problems. 

Unfortunately, they haven't revealed the determination of road surface type. 
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Besides, determination of road surface type is critical, so that still require intensive 

investigation, especially to improve security for auto vehicle users. Therefore, in 

this study, we focused on the combination of KNN and NB to classify road surface 

types. The type of road surface is classified as asphalt, gravel, and pavement. 

     The composition of the script consists of several sections. In section 2 is about 

the road surface dataset. Section 3 contains details of feature texture extraction, 

KNN, and NB, including the proposed method, and on section 4 contains the 

results and discussion. The last one is section 5 containing the conclusions of this 

study.  

2      Road Surface Dataset  

     We build a dataset from surface images of the small road (see Figure 1a, 1b, and 

1c). The dataset is arranged from 210 road images with proper illumination from 

Instant Google Street View [27], and form Figure 1, we can see that the road is 

divided into three categories: asphalt road (70 images), gravel road (70 images), 

and pavement road (70 images). 

 

                     (a)                     (b)                       (c) 

Fig. 1. The types of road objects 

(a) asphalt, (b) gravel, and (c) pavement. 

 

Fig. 2. Sub-pictures caught from the object. 
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     From figure 2 we can see that we captured 100 x 100 sub-pictures from the object 

surfaces to make the dataset. Overall, from figure 3, it can be seen that in the dataset 

there are 750 pictures of the road surface, 600 pictures data training, and 150 

pictures data test. 

 

                     (a)                     (b)                       (c) 

Fig. 3. The type of surface object pictures was taken from (a) asphalt, (b) gravel,  

and (c) pavement road. 

3      Methodology 

3.1      Gray level co-occurrence matrix texture features  

     The gray level co-occurrence matrix is one of the popular texture feature 

extraction methods proposed by Haralick et al. [28]. This method calculates the 

possibility of a close relationship between two pixels at a certain angular distance 

and orientation, then forms a co-occurrence matrix of image data, and continues to 

define features as a function of the intermediate matrix. 

     The formation of the co-occurrence matrix is described in Figure 4. A sample 

matrix of image pixels (Figure 4(a)), GLCM is counted for the matrix (a), and in 

the GLCM matrix (Figure 4(b)) the top row and leftmost column are the pixel values 

in the matrix (a). For each pair ((0,0),(0,1),(0,2),…), co-occurrence has been 

calculated. For example, pixels pair (0,0) with the direction of 0o (horizontal pixel 

pair) and one range (adjacent pair), just two times as displayed with a blue circle 

around it in the image. Hence, at point (0,0) number ‘2’ occurred in GLCM. In like 

manner, different elements of GLCM are calculated. This research use 0o, 45o, 90o, 

and 135o in the direction of the pixel pair (see Figure 4(c)). 

     After obtaining the co-occurrence matrix, the process continued to compute a 

second-order statistical feature that represents the observed image. Furthermore, to 

extract various types of texture characteristics it can be obtained from the co-

occurrence matrix [28], and for reducing the computing time, this study only uses 

some features i.e., Angular Second-Moment (ASM), entropy, contrast, and 

correlation. 
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               (a)                                             (b)           (c) 

Sample of image pixels Co-occurrence matrix            Direction of pixel pair  

Fig. 4. The calculation example of the Gray level co-occurrence matrix. 

 

     To find out the dimensions of a homogeneity image by using the Angular 

Second-Moment Feature (ASM) parameter, whereas to find out the gray level 

irregularities in the image using the entropy feature parameter. In addition, the 

parameters used to find out the different moments of the GLCM matrix and the 

contrast size or the amount in the image are contrast features. Whereas, for linear-

gray-dependency in images can be measured using the correlation feature. 

Therefore, the equation features considered are: 

 

𝐴𝑆𝑀 = ∑ ∑ {𝑃(𝑖, 𝑗)}2𝑛
𝑗=1

𝑛
𝑖=1  

 

𝐸𝑛𝑡𝑟𝑜𝑝𝑦 = −∑ ∑ 𝑃(𝑖, 𝑗)log⁡{𝑃(𝑖, 𝑗)}𝑛
𝑗=1

𝑛
𝑖=1  

 

𝐶𝑜𝑛𝑡𝑟𝑎𝑠𝑡 = ⁡∑ ∑ (𝑖 − 𝑗)2𝑃(𝑖, 𝑗)𝑛
𝑗=1

𝑛
𝑖=1  

 

𝐶𝑜𝑟𝑟𝑒𝑙𝑎𝑡𝑖𝑜𝑛 =
⁡∑ ∑ (𝑖𝑗𝑃(𝑖,𝑗))−𝜇𝑥𝜇𝑦

𝑁
𝑗=1

𝑁
𝑖=1

𝜎𝑥𝜎𝑦
 

 

Where P(i,j) is an element of the co-occurrence matrix on the i-row and the j-

column. The means (𝜇𝑥, 𝜇𝑦) and variances (𝜎𝑥, 𝜎𝑦) are given by: 

 

𝜇𝑥 =⁡∑ 𝑖⁡ ∑ 𝑃(𝑖, 𝑗)𝑛
𝑗=1

𝑛
𝑖=1  

 

⁡𝜇𝑦 =⁡∑ 𝑗 ∑ 𝑃(𝑖, 𝑗)𝑛
𝑖=1

𝑛
𝑗=1  

 

𝜎𝑥 =⁡∑ (𝑗 − 𝜇𝑥)
2𝑛

𝑖=1 ∑ 𝑃(𝑖, 𝑗)𝑛
𝑗=1  

 

𝜎𝑦 ⁡= ⁡∑ (𝑗 − 𝜇𝑦)
2𝑛

𝑗=1 ∑ 𝑃(𝑖, 𝑗)𝑛
𝑖=1  
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(8) 
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3.2      K-Nearest Neighbor Classifier (KNN) 

     K-NN classifier is a simple algorithm and type of instance-based learning was 

based on the size of the similarity (e.g., the function of distance) then all cases are 

stored and classified as a new case. 

On the other hand, based on the most votes from neighbors, a case can be classified, 

with cases assigned to the class most common among their closest neighbors. If 

k=1, then a simple case is assigned to the nearest neighbor class. We use Euclidean 

distance functions, and the equation is: 

 

𝑑 = ⁡√∑ (𝑥𝑖 − 𝑦𝑖)2
𝑘
𝑖=1  

3.3      Naïve Bayes Classifier (NB) 

     Naive Bayes classifier is so easy and more efficient linear classifier, in which 

the shape of the road surface is classified into three clusters (Ci), namely: asphalt 

(C1), gravel (C2) and pavement surface (C3).  

In this section, we pattern a Naïve Bayes classifier. Each selected image is 

represented as an n-metrical vector F = {f1, f2, …, fn}. Furthermore, with The 

Bayesian classifier will classify a test sample F classified into cluster Ci if and only 

if. 

 

P(Ci | F) > P(Cj | F) ,  1 ≤ j ≤ m , j ≠ i 

 

From the Bayesian theory, 

 

𝑃(𝐶𝑖⁡|⁡𝐹) = 𝑃(𝐶𝑖⁡|𝐹1, 𝐹2, … , 𝐹𝑛) = ⁡
𝑃(𝐹⁡|⁡𝐶𝑖)𝑃(𝐶𝑖)

𝑃(𝐹)
 

 

P(Ci | F) is the posterior probability of cluster Ci gave feature (f1,f2,…, fn).  P(Ci )  is 

the prior probability of cluster Ci and P(F) is the prior probability of properties 

(f1,f2,…,  fn). This is adequate to select the category for maximizes the equation: 

 

𝑃(𝑋⁡|𝐶𝑖) = ⁡∏𝑃(𝑥𝑘⁡|⁡𝐶𝑖

𝑛

𝑘=1

⁡) 

To represent conditional-class probabilities, we use a Gaussian distribution. For 

the continued variable, we consider a pattern of possibility for continued features. 

The allocation is described by variables mean (μ) with variation (σ). For every 

cluster Cj, the cluster-conditional possibility for symbol fi is:  

𝑃(𝐹 = 𝑓𝑖 ⁡|⁡𝐶 = 𝑐𝑗) = ⁡
𝑒

−⁡
(𝑥𝑖−µ𝑖𝑗)

2

2𝜎𝑖𝑗
2

√2𝜋𝜎𝑖𝑗
 

(9) 

(12) 

(10) 

(11) 

(13) 
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The parameter mean (𝜇𝑖𝑗) can be calculated based on the sample mean of F (fi) for 

all training records that belong to the cluster 𝑦𝑗, and the standard deviation  (𝜎𝑖𝑗
2) 

can be calculated from the sample variance of such training records.  

 

𝜇𝑖𝑗 =⁡
1

𝑛
∑ 𝑓𝑘
𝑛
𝑘=1  

 

𝜎𝑖𝑗 =⁡√
1

(𝑛−1)
∑ (𝑓𝑘 − 𝜇𝑖𝑗)

2𝑛
𝑘=1  

 

Finally, the posterior possibilities are calculated for every cluster, and predictions 

are made on clusters that have maximum posterior possibilities. The estimated class 

(Ĉi) correlated with F is: 

 

Ĉ𝑖 = 𝑚𝑎𝑥 𝑃(𝐶𝑖|𝐹(𝑓1, 𝑓2, … , 𝑓𝑛)⁡ 
 

3.4      Proposed Method 

     In this study, we combined the KNN and NB methods (in short, we write as 

KNB). The KNB classifier describes as follow: 

Step 1: using KNN classifier to get K-Nearest Neighbor from training data.  

Step 2: Next, using K-Nearest data as training data for the NB classifier, and in 

figure 5 we display a system block diagram. 

 

Fig. 5. System block diagram 

 

4      Results 

4.1      Performance Measurements 

     The performance measurements used for this research were a recall, precision, 

classifier F1 ranking and precision [29],[30]. In Table 1, we calculate using the 

Confusion Matrix as a predictive classification table. 

 

 

(16) 

(14) 

(15) 
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Table 1. Confusion Matrix 

 

 Predictive 

Irrelevant Relevant 

Actual 
Irrelevant TN FP 

Relevant FN TP 

 

     The amount of right predictions of an irrelevant object is called True Negative 

(TN), the sum of right predictions of relevant object is False Positive (FP), and the 

sum of prediction errors found on an irrelevant object is called False Negative (FN), 

and the sum of valid predictions where an interconnected object is called True 

Positive (TP). The measurements formulation we use are: 

 

𝑅𝑒𝑐𝑎𝑙𝑙 = ⁡
𝑇𝑃

𝐹𝑁+𝑇𝑃
 

 

 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 = ⁡
𝑇𝑃

𝐹𝑃+𝑇𝑃
 

 

 

𝐹 −𝑀𝑒𝑎𝑠𝑢𝑟𝑒 = ⁡
2⁡𝑥⁡𝑅𝑒𝑐𝑎𝑙𝑙⁡𝑥⁡𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛

𝑅𝑒𝑐𝑎𝑙𝑙+𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛
 

 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 = ⁡
𝑇𝑁+𝑇𝑃

𝑇𝑁+𝐹𝑁+𝑇𝑃+𝐹𝑃
 

 

4.2      Result and discussion 

     In Figure 3, we use the road pictures dataset provide of 750 pictures divided to 

a set training of 600 pictures (200 pictures per category) and a testing set of 150 

pictures (50 pictures per category).  Measuring Co-occurrence matrices for all 

pictures of the dataset. Features ASM, entropy, contrast and correlations are 

measured of every co-occurrence matrix. Features value are saving in the property 

vector from the appropriate picture. These features are input for classification 

methods. The performance measurements used for this research were recall, 

precision, f-measure, and accuracy.  

     The first experiment to determine the value of k with the highest classification 

accuracy. The experiment results in k value are shown in Figure 6. The experiment 

shows that value of k = 200 and k = 300 provide the best performance with accuracy 

0.89. 

 

(17) 

(18) 

(20) 

(19) 
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Fig. 6. Accuracy of KNB based on k value 

 

     The KNB classifier compared with KNN and NB. The confusion matrix in Table 

1 displays the classification output of 3 methods. The bold value in Table 2 shows 

the amount of data that is classified correctly. For each class, recall, precision, f-

measure, and accuracy on KNB tend to be greater than KNN and NB. This shows 

that KNB is higher than KNN and NB, Table 3 and Table 4.  

     We also compare KNB with other classification methods (see Table 5), Ferdousy 

et al. [27], Lee [31], McCann and Lowe [26], and Timofte et al. [32]. The results of 

the comparison show that each method produces different accuracy, where cNK has 

an accuracy of 0.859, NB-KNN 0.684, Local NBNN 0.719, NBNN5 0.743. 

However, our results found that with KNB the accuracy is 0.89 higher than other 

methods. This phenomenon indicates that KNB has the potential to be used in other 

datasets. 

 

Table 2. Confusion Matrix 

Classifier Class Data Testing 
Experiment Result 

Asphalt Gravel Pavement 

KNB 

Asphalt 50 45 1 4 

Gravel 50 0 48 2 

Pavement 50 6 4 40 

KNN 

Asphalt 50 46 1 3 

Gravel 50 0 39 11 

Pavement 50 3 8 39 

NB 

Asphalt 50 46 1 3 

Gravel 50 0 24 26 

Pavement 50 9 2 39 
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Table 3. Performance Measurements 

Classifier Class Precision Recall F-measure 

KNB 

Asphalt 0,92 0,9 0,91 

Gravel 0,87 0,96 0,91 

Pavement 0,87 0,8 0,83 

KNN 

Asphalt 0,94 0,92 0,93 

Gravel 0,81 0,78 0,8 

Pavement 0,74 0,78 0,76 

NB 

Asphalt 0,84 0,92 0,88 

Gravel 0,89 0,48 0,62 

Pavement 0,57 0,78 0,66 

 

Table 4. Accuracy of three methods 

Classifier Accuracy 

KNN 0,81 

NB 0,73 

KNB 0,89 

 

Table 5. Comparison with previous studies 

Method Dataset Accuracy 

cNK [26] Heart disease 0,859 

NB-KNN [31] Emo-DB 0,684 

Local NBNN [25] Caltec 101 0,719 

NBNN5 [32] Scene-15 0,743 

KNB [Present study] Road Surface Images 0,89 

 

5 Conclusion  

     A study using the KNB method and comparing it with KKN and NB method has 

been done, and the KNB method has better accuracy than KNN and NB to 

determine the road surface type. This is because KNN can find some data that is the 

closest to the data test so that NB successfully increases its ability to classify road 

surfaces. The results show that the KNB's accuracy reaches 0.89 and has the 

opportunity to be increased by considering other factors. Moreover, when compared 

with other methods (cNK, NB-KNN, Local NBNN, NBNN5) it is shown that KNB 

is better than other methods because it has higher accuracy. This phenomenon 

indicates that the KNB has the potential to calculate the accuracy of different 

datasets. Because KNB has positive results, it is necessary to do further research 

using color and texture features. 
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